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Power and energy consumption of High 
Performance Computing (HPC) is a growing 
severity �������� operating costs and system reliability.

Launching date of exascale computers is approaching

Power/Energy Concerns in HPC

Slack is pervasive during HPC runs

Dynamic Voltage and Frequency Scaling (DVFS)

voltage/frequency ↓ �������� power ↓ �������� energy efficiency

Strategically switch processors to low-power states 
when the peak processor performance is unnecessary

Slack: hardware waiting periods from imbalanced workload

Communication delay, load imbalance, memory access etc.



Basics of DVFS

A runtime technique that is able to switch operating 
frequency and supply voltage of power-scalable
hardware components (CPU, GPU, memory, etc.) to 
different levels per workload characteristics to energy↓

Effectiveness of DVFS Approaches

different levels per workload characteristics to energy↓

In this Work ��������Two DVFS Approach Comparison

Critical Path aware Slack Reclamation

Race-to-halt (also known as Race-to-idle)

Theoretical + experimental head-to-head comparison



Two Classic Energy Saving Solutions



Theoretical Energy Savings



Theoretical Energy Savings (Cont.)



Experimental Power Savings



Experimental Performance Loss



Energy saving gap between two classic solutions 
is narrowed downnarrowed down for current HPC systems

CP-aware Slack Reclamation vs. Race-to-halt

State-of-the-art CMOS technologies allow insignificant 
variation of supply voltage as operating frequency of a 

Conclusions and Future Work

variation of supply voltage as operating frequency of a 
processor scales up and down �������� voltage scales much 
less than frequency and the trend continues!

Ongoing Directions

Model and generalize both solutions for more app.

Apply improved solutions on emerging architectures


